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Abstract—This work applies a distributed algorithm utilizing
Markov Random Fields (MRFs) to the problem of dynamically
selecting Session and Transport layer protocols in challenged
networks such as mobile ad-hoc networks. It motivates the
problem by identifying the primary network properties which
affect Message Delivery Ratio (MDR) in networks with varying
degrees of connectivity and traffic load. Using this information,
local and remote observations are used to select a set of protocols
which should perform the best.

Analysis shows that dynamically selecting a set of protocols can
deliver up to 50% more messages in challenged environments,
and never under-performs statically choosing protocols.

I. INTRODUCTION

Maintaining a consistent set of state information across

group-oriented applications in tactical edge, mobile ad-hoc

networks (MANETs) is a challenging, yet often mission-

critical task. In enterprise systems, nodes may exchange in-

formation over a network using a protocol such as TCP. On

typical enterprise networks, TCP provides reliable ordered data

that can be assumed to be free of errors. On MANETs, in con-

trast, applications requiring long-term information consistency

among a group of hosts cannot always use classical reliable

transport or rely heavily on a centralized server due to network

partitioning, high rates of packet loss, and inconsistent network

views.

Some systems are deployed in environments where the

network cannot support a protocol such as TCP due to frequent

link changes, packet loss, extended disconnection, and high

latency [1]. In these situations, protocols which can function

in these environments must be employed. However, these

protocols have varying levels of fidelity, assorted delivery

models, and perform inconsistently in different situations

making a priori selection of the “optimal” protocol difficult,

and scenario-specific.

Further complicating protocol selection is the fact that

multiple layers of the network stack can be composed to

improve performance. For example, using a caching strategy

on top of multicast UDP may act similarly to a reliable

multicast protocol in some situations. This demonstrates the

need for an intelligent method of choosing protocol stacks

based on various network and data parameters.

II. PROBLEM STATEMENT

The problem addressed in this paper is two-fold: the first is

determining the state of the network (or any other measurable

environmental factor) distributedly, in some neighborhood of

each node. The second is dynamically selecting the best

algorithm to operate in that environment.

The implicit assumption in the above problem is that there

exist environmental factors that have an influence on the

performance of the algorithm being selected. In previous

work [2], Rosenfeld, et al. analyzed the performance of various

persistence protocols in different networking environments,

showing that this is the case at least for persistence algorithms.

In general, the problem can be formalized as a set of n
environmental factors, each of which can be described by a

label:

Li = {l1, l2, . . . l|Li|}

Each li is a label describing a possible state of that envi-

ronmental factor. There could be different sets of labels to

be simultaneously applied (e.g., describing bandwidth and

connectivity), represented as:

L∗ = L1,L2, . . . ,Ln

There are also a number of algorithms to choose from:

A = {a1, a2, . . . , a|A|}

Finally there is a performance function p for each time t:

p : L1 × L2 × · · · × Ln ×A → R

The goal is to choose an a ∈ A such that p is maximized; that

is a = argmaxa∈A p.

Every scenario would have to define its own algorithms,

labels, and performance function.

In summary: we want to select, on each node, a persistence

algorithm that is optimal for that node to use, given the

network state in its neighborhood. This is different from many

other approaching that try to distributedly choose an algorithm

that will be used globally. This approach takes into account the

fact that different algorithms may be more suited for different

subsets of the network.
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Fig. 1: Illustration of the necessity to incorporate remote

observations for protocol selection decisions.

III. TECHNICAL APPROACH

We propose a technique which uses sensed network infor-

mation to intelligently select both a Transport and Session

layer protocol which is suited for the estimated network state.

This is novel as it alleviates the need for applications’ users to

specify a protocol to use, and instead allows them to simply

describe the level of fidelity needed.

In this work two Session and two Transport layer protocols

were applied to various networks in different combinations.

The Session layer protocols were:

1) Rumor Mongering [3]: Broadcasts messages with some

frequency. Naı̈ve, high-bandwidth, but very fast.

2) Trickle [4]: Broadcasts summary data and only re-

transmits messages when necessary. Low-bandwidth, but

slower.

For the Transport layer, multicast UDP was used either with

or without Classical Flooding (CF). When CF is on, every

message is forwarded exactly once by every node.

Figures 2 and 3 show that both the degree of connectedness

and bandwidth utilization can drastically affect the effec-

tiveness of different protocol combinations. Specifically, the

more verbose protocols (Rumor Mongering and CF) perform

extremely well in low-traffic networks, but delivery drastically

fewer messages in high-traffic networks.

It is therefore clear that no static set of protocols can

adequately handle an extremely dynamic environment, and

there is a need for dynamic selection.

Further, it is insufficient to take into account only local

observations about the state of the network: they must be bal-

anced with observations from other hosts as network attributes

may be different even a few hops away. For example, consider

a simple topology as depicted in Figure 1. If node n1 bases its

decision about the best protocol solely on local observations,

it may choose a protocol that would send too much traffic over

the link to node n2, exacerbating the problem of high traffic

at node n2. This is analogous to the hidden terminal problem.

One node (n1) is unable to detect that its actions conflict with

another node’s (n3) actions from the point of view of a third

node (n2).

The approach taken in this paper is an application of the

work of Doyle, et al. on distributedly estimating network

conditions [5] to our previous work on the performance of

different data dissemination / persistence protocols in varying

network conditions [2]. The network’s connectivity and data

rate is estimated, and then a protocol selected based on the

previously seen performance characteristics of that protocol

in the environment the node estimates the network to be in.

Further, each host will not estimate the network state based

solely on their own experience, but also that of their neighbors.

τc(c′)
High Medium Low

τt(t′)
Low Rumor Rumor Rumor + CF
High Trickle + CF Trickle Trickle

TABLE I: Empirically determined best performing algorithms.

A. Markov Random Fields

The overall goal of using MRFs is to assign labels to the

network based upon observations. Labels could be anything,

such as link change rate, loss in the network, etc.

Given a set of network observations θ and labels L, the goal

is to find an l ∈ L with maximal posterior probability. Each

posterior can be determined with Equation 1.

p(L|θ)︸ ︷︷ ︸
Posterior

∝ p(θ|L)︸ ︷︷ ︸
Likelihood

× p(L)︸︷︷︸
Prior

(1)

B. Merging Local and Remote Observations

Each node maintains an estimate of the probability that each

label is correct. The set of label estimates, le ∈ (L)e, is a one-

to-one mapping from the set of labels estimate : L → Le.

Every time a new θi is received, this data is incorporated

into the local value of le. Specifically, the current value of

le is used as input to a Normal Distribution which will

indicate the probability of the label being consistent with local

observations. Then, a weighted sum of remote observations is

added to this, as shown in Equation 2, and the local observation

value, θi, is updated.

λ is a constant for weighting remote observations. A high

value gives more weight to remote observations than local,

and a low value gives more weight to local observations. In

all experiments this value was set to 80 as described in [5].

c′ = N(c) +
λ

|R|
∑
i∈R

ci

t′ = N(t) +
λ

|R|
∑
i∈R

ti

(2)

Further we establish two functions which will classify ob-

servations. τc(x) ∈ C (Equation 3) classifies the network into

high, medium, or low where x = c′. τt(x) ∈ T (Equation 4)

classifies the network as high or low for traffic where x = t′.

τc(x) =

⎧⎪⎨
⎪⎩
h, 4 ≤ x ≤ 9

m, 2 ≤ x < 4

l, 0 ≤ x < 2

(3)

τt(x) =

{
h, .5 ≤ x ≤ 1

l, 0 ≤ x < .5
(4)

IV. EMPIRICAL VALIDATION

To test this approach, the same scenarios from [2] were

used. These scenarios involve ten nodes moving around a

bounded area using the Reference Point Group Mobility

(RPGM) model [6]. The parameters and details are omitted

in this paper, but can be found in the original publication.
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Fig. 2: Message delivery ratio for low-traffic scenarios.
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Fig. 3: Message delivery ratio for high-traffic scenarios.

A. Algorithm

For this analysis, there are two sets of labels as shown

below.

1) LC = {h,m, l} indicating if the network has high,

medium, or low connectivity.

2) LT = {h, l} indicating if there is high amounts of traffic

or low amounts of traffic.

Each node i maintains a set of observations θi = 〈c, t〉
where c is the estimated number of neighbors and t is the

estimated amount of bandwidth utilization. The number of

neighbor is estimated using HELO messages. The bandwidth

usage t is estimated by monitoring the number of packets sent

over the network.

At some fixed interval, each node broadcasts its θi to its

neighbors. This serves two purposes. First, the receiving nodes

aggregate these into R, the magnitude of which is used to

update their own c value. Second, R is used to take into

account remote observations.

B. Emulation Environment

Experiments were run in the CORE [7] emulator with a

basic on/off radio model. That is, a pair of nodes can either

communicate with each other or not based on distance. The

bandwidth for all links was 11 Mbps.

In all scenarios, a constant stream of UDP packets is

broadcast by all nodes with MGEN [8] to simulate traffic

from other applications. For low-traffic scenarios, each nodes’

traffic uses approximately 1% of the total available bandwidth.

In high-traffic scenarios, this value is increased to 8%. The

value of 8% was chosen so that in a fully-connected network,

approximately 20% of the bandwidth would be available. We

must emphasize that we are using a very abstract link layer

model, where utilization metrics perhaps make more sense

than they would on a “real” wireless network. However, our

approach of empirically determining what “high” and “low”

mean would be the same on an actual wireless network.

There are two categories of metrics that were collected. The

first measures the performance of this approach at judging the

state of the network and the speed at which nodes come to

agreement. The metrics used for this are:

1) Average Delay to Agreement: The average time it takes

for all nodes in the network to agree on a protocol set

to use.

2) Average Degree of the Network vs. Belief Percentage:
A simple metric comparing the actual average degree of

the network nodes versus what percentage of the nodes

believe the network is dense or sparse.

The second category of metrics (which is less important

for this class, but interesting nonetheless) measures the ef-

fectiveness of switching protocols with this method. The sole

metric for this is Message Delivery Ratio (MDR) which is the

percentage of messages delivered to all nodes. The MDR of

this approach is compared to the best protocol combination

shown in Table I.

C. Approach Performance

Figure 4 shows that the average network degree properly

influences how strongly nodes believe the network is sparse

or dense. Note that as the average degree of the network

increases to fully connected (9 neighbors) the percentage of the

nodes that believes the network is highly-connected increases

linearly.

This is desirable since the transition between labels should

be smooth and not have sudden spikes.

The delay to agreement across all experiments is shown in

Figure 5. As the network becomes more connected, the latency

is lower because nodes have more neighbors and therefore θi
exchanges occur more quickly.

It is possible that the network will never completely convert

to a single value. This can happen when there are pockets

of the network that have different network conditions than

the rest of the network. We view this as a good feature of

this approach, because it will cause the protocol selection

algorithm to select a protocol that is suited for the actual

condition in these pockets.
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D. Effectiveness of Dynamic Selection

This section analyzes how useful it is to apply the described

approach to improve MDR in challenged networks. Figure 6

shows this approach results in slightly higher MDR in low-

traffic scenarios. In the highly connected, low-traffic scenario,

there was only an improvement of around 4%.

The largest gains in MDR occur in high-traffic (and there-

fore bandwidth constrained) scenarios as shown in Figure 7.

Even when highly-connected, dynamically selecting a protocol

increases MDR by 5%. In sparser networks, the gain is as

much as 50%.

V. RELATED WORK

A. Persistence

Network transport protocols for large-scale group dissemi-

nation have been developed since the early 1990s. The Scal-

able Reliable Multicast (SRM) protocol [9] was developed to

provided localized, many-to-many content repair for receivers

with missing data. The Multicast Dissemination Protocol
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Fig. 6: Comparison of MDR using dynamic protocol selection

vs static assignment in low-traffic scenarios with varying

connectivity.
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Fig. 7: Comparison of MDR using dynamic protocol selection

vs static assignment in high-traffic scenarios with varying

connectivity.

(MDP) [10] extended classical UDP multicast using a one-to-

many model to provide a scalable, negative-acknowledgment

(NACK) protocol with missing message discovery, repair, and

retransmission. MDP was one of the first protocols to use

Reed-Solomon (RS) codes, potentially improving scalability

and delay with respect to the repair process [11].

MDP’s successor protocol, NORM (NACK-Oriented Reli-

able Multicast) [12], provides similar features but also stream-

ing capabilities, and enables reliable unicast transport as a

wireless alternative to TCP. NORM has been well-documented

and is transitioning into a standards track Internet RFC [12].

Other related transport work has focused on modifying

traditional transport protocols for MANETs. For example,

ATCP (TCP for Ad-hoc networks) [13] provides additional

features to TCP, improving its performance in networks with

high bit-error rate.

Due to their origins in high-fidelity enterprise networks,

however, these protocols tend to have limitations when ap-

plied to networks with high mobility and topological churn,

such as tactical-edge MANETs. Additionally, most of these

protocols focus on point-to-point communications, and do not

sufficiently address group communications.

Long-term communication challenges cannot always be

solved with reliable transport protocols alone, because they

typically focus on short-term network transport sessions. For

example, a situational awareness application would need all

position information to be repopulated after significant session

disruption, system failure, or network failure. In the case of

chat clients, a message may need to be delivered even if the

intended client was unreachable for a long period of time after

the original transmission.

This necessitates a mechanism by which two or more nodes

can exchange and synchronize application data, long after the

data is originally sent. To do so, messages must be maintained

and synchronized across the network.

Early work in this area can be traced to Demers’ sem-

inal paper [3] which applied epidemic protocols to dis-

tributed database synchronization. Multicast-based consis-

tency techniques where also examined in Van Hook’s work

on consistency objects in large-scale distributed simulation

projects [14].

Since then, many protocols have been developed for the

purpose of synchronizing application data. Trickle [4], for

example, uses small metadata advertisements to exchange

necessary data for synchronization. DIP [15] improved the ad-

vertisement process, using a binary-search to reduce overhead.

GoSyP [16] employs a more stateful approach, sending unicast

messages between pairs synchronizing nodes. Scuttlebutt [17]

uses sequence numbers and unicast exchanges to transmit only

what is necessary to synchronize nodes.

Although each protocol uses different mechanisms, the over-

all goal is the same: exchange small amounts of information,

locate missing or outdated messages, and then reconcile those

discrepancies through message repairing.
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B. Dynamic Protocol Selection

Selecting individual layers of the network stack dynamically

is not a new topic. Most of this work involves only a single

layer of the stack, however. Quenum describes a method of

dynamically selecting an application-level protocol for use

in Multi-Agent Systems [18] but makes assumptions about

the transport and lower layer functionality. Nakajima [19]

introduces a cross-layer technique, but it is exclusively applied

to CORBA networks.

A slight departure from this is an adaptive routing protocol

selection algorithm [20], which is aimed at primarily reducing

resource utilization on host machines.

Selecting an optimal combination of protocols can prove

critical. An empirical analysis of different protocols in various

environments has shown that the combination of protocol and

environment can have a dramatic effect on the measures of

effectiveness (latency, message delivery rate) [2].

Finally, the most obviously related work is that of Doyle,

et al [5]. The authors describe a very similar to framework to

the one used in this paper, for dynamically selecting routing

protocols in a MANET.

VI. CONCLUSIONS AND FUTURE WORK

In all experiments, the described approach resulted in an

increase in MDR across the network. Only in the highly-

connected scenarios was this increase negligible, and in the

most challenged networks substantial improvements in MDR

of up to 50% were achieved.

For the mobility patterns used, the network came to agree-

ment reasonably quickly. This agreement was long-tailed: most

nodes agreed very quickly, but the remaining took consider-

ably longer.

In future work it would be beneficial to analyze the band-

width usage of static and dynamic approaches. Further, it

would be interesting to investigate using continuous values for

labels rather than a discrete set. That is, the network would

have a degree of connectivity and bandwidth usage, rather than

just being high, medium, or low. Using a continuous value may

not be useful for dynamically selecting from a discrete set of

protocols [21], but it may be useful for tuning parameters of

protocols that are sensitive to network conditions.

Another area worth looking at is statistical techniques such

as a Kalman filter to smooth out the oscillations in network

state. The measurements taken by each node are inherently

noisy, and cutting through the noise could yield a more stable

approach.

Finally, we plan to look at other algorithms and protocols

that can be dynamically selected to improve performance, as

well as other variables that affect the performance of these

algorithms and protocols. This will require more empirical

analysis of leading algorithms and protocols.
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